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Fig. 17: Probability of false detection of Υ(ψ1,φ1)
fk

with SNR.

2) Case 2: With non-overlapping multi-paths, SNR of 6 dB
: We assume two multi-path components for each source,
leading to dMPk

i , for k = 1, 2 and i = 1, 2, 3, where the
multi-path directions do not overlap with the look directions
(i.e. di != dMPk

j , for i, j = 1, 2, 3 and k = 1, 2). A fixed SNR
of 6 dB is assumed. Each multi-path component is modeled as
an attenuated and time delayed version of the corresponding
direct signal. Each look direction di and the carrier frequency
distribution are same as in Table I. The multi-path directions
considered in this example are listed in Table II. Fig. 15 shows
the simulation results for this case, where the white space
detection outputs for the 3 DOAs are respectively shown in
Fig. 15 (d), (f) and (h).

3) Case 3: With overlapping multi-paths, SNR of 6 dB : We
assume two multi-path components for each source, leading
to dMPk

i , for k = 1, 2 and i = 1, 2, 3, where the multi-
path directions completely overlap with the look directions
(i.e. di = dMPk

j , for i, j = 1, 2, 3, k = 1, 2 and i != j).
For example, source 1 has a direct path given by d1 and two
multi-path given by dMP1

1 = d2 and dMP2
1 = d3. A fixed

SNR of 6 dB is also assumed in this case. Fig. 16 shows
the simulation results for this case, where the white space
detection outputs for the 3 DOAs are shown in Fig. 16 (d), (f)
and (h), respectively.

B. Probability of False Detection With Varying SNR
We perform a Monte-Carlo analysis to examine the proba-

bility of false detection of 3-D space-time white spaces with
varying SNR. For this simulation, we consider d1 ≡ (40◦, 20◦)
as the desired DOA (look direction) and the direct signals
arriving at d2 and d3 (see Fig. 13) as interference of same
power level. We also consider two multi-path components for
d1 denoted by dMP1

1 and dMP2
1 . The desired signal along

the direction d1 randomly occupies the carrier frequencies
f3, f5, f6 and f8, where the the two interference signals at d2
and d3 occupy the carrier frequencies f4 and f7, respectively.
We then compute the white space detection output Υ(ψ1,φ1)

fk
pertaining to desired DOA d1 for k = 1, 2, ..., 6, and count the
number of detections that are in error with respect to the actual
spectral occupancy along d1. Fig. 17 shows the probability of
false detection of Υ(ψ1,φ1)

fk
as a function of the SNR.
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Fig. 18: Example white space detection of wideband signals.

C. Sensing of Wideband Signals

The 3-D IIR beam filter HBeam (zx, zy, zct) has an ultra
wideband frequency response within the full Nyquist rage
in the normalized temporal frequency domain −π/Ku ≤
ωct ≤ π/Ku, where Ku = 2 is the temporal oversampling
factor [18], [55]. The array processing sub-system is therefore
capable of processing wideband signals in the full Nyquist
band. To illustrate this, we consider two wideband signals
having more than 15% fractional bandwidth, arriving at the
two DOAs d1 ≡ (40◦, 20◦) and d2 ≡ (10◦, 60◦) with respect
to the array surface. Fig. 18 (a) shows the 1-D spectra of
the input signal received by the (Nx − 1, Ny − 1)th antenna,
depicting the interference pattern due to two wideband signals
along the two DOAs, assuming no noise. Fig. 18 (b) shows
the same input spectra with a SNR of 6 dB. The 1-D spectra
of the directionally enhanced outputs of the sub-system S-3
yout (nct) are shown in Fig. 18 (c) and (e), for the two DOAs
d1 and d2, respectively. Corresponding energy distribution
after bandpass filtering is shown in Fig. 18 (d) and (f).

VIII. COMPUTATIONAL COMPLEXITY

We express the computational complexity by the number of
hardware multipliers and adder circuits required to perform
the real time processing of the 3-D IIR beam filter and
compare that with the conventional digital phased arrays.
The spatial re-orientation buffers do not consume any mul-
tipliers/adders. The multiplier and adder complexities of the
3-D IIR beam filter can be expressed as 2NxNy (MULFP )
and 2NxNy (ADDFP ), respectively. Here, MULFP and
ADDFP denote the multiplier and adder complexities of a
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Abstract—The application of multi-dimensional (MD) infinite
impulse response (IIR) space-time beam filters in radio source
localization in cognitive radio (CR) environments is investigated.
Knowledge of the position of radio sources in a CR network leads
to the detection of white spaces in the MD frequency domain,
thereby creating more opportunistic links for the secondary
users. The use of MD IIR beam filters is motivated by their
very low computational complexity and small side lobe levels
compared to digital phased arrays. As a proof-of-concept, the
two dimensional (2-D) propagation scenario including at least
two receiver stations and a data fusion station, which combines
the direction of arrival (DOA) estimates from the two receiver
stations, to yield a position estimate, is considered. Each receiver
station employs a uniform linear array (ULA) of antennas and a
steerable 2-D IIR beam filter and provides information pertaining
to peak energy directions. First order 2-D IIR beam filters are
shown to provide acceptable DOA estimates with a SNR of 6 dB.
The peak energy direction information leads to both position and
MD white space detection.

I. INTRODUCTION

We explore the potential application of multi-dimensional
(MD) spatio-temporal infinite impulse response (IIR) digital
filters in location and direction estimation of radio sources,
leading to increasing broadband access to the radio spectrum.
Cognitive radio (CR) [1]–[3] offers robust spectrum access
toward maximizing utility in the context of diverse appli-
cations [4]. Typically, CR “spectrum sensing” is attempted
using traditional sensing algorithms such as cyclostationary
feature detection based on spectral correlation functions, en-
ergy detection, waveform based sensing, radio identification
based sensing, and matched filtering [5]–[7]. These traditional
algorithms do not provide information about the direction and
location information of primary and secondary users [6], [7]
as well as the interference.

Here, we envision new applications of MD IIR spatio-
temporal filters towards directional and location information
estimation within a CR network, leading to enhanced access
to radio spectrum (EARS) [4], through directional spectrum
sensing [8], [9] and RF source localization. The use of MD
IIR filters is motivated by their salient properties such as small
side lobe levels and low computational complexity, compared
to digital phased arrays [10]. We present the 2-D case using
linear antenna arrays.
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Fig. 1: Overview of the use of 2-D IIR space-time beam filters
for source localization towards MD white space detection.

II. DIRECTIONAL SPECTRUM SENSING USING MD-WHITE

SPACES TOWARDS EARS

The concept of directional spectrum sensing takes into
account the directional and positional information of the
radio sources. Traditional spectrum sensing deals with time-
frequency information and detects “white spaces”, which are
vacant frequency channels. Recent efforts to include direc-
tional sensing [7], [11]–[13], although shown to successfully
address some of the issues by fixed relay schemes [14], spatial
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The peak energy direction information leads to both position and
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I. INTRODUCTION

We explore the potential application of multi-dimensional
(MD) spatio-temporal infinite impulse response (IIR) digital
filters in location and direction estimation of radio sources,
leading to increasing broadband access to the radio spectrum.
Cognitive radio (CR) [1]–[3] offers robust spectrum access
toward maximizing utility in the context of diverse appli-
cations [4]. Typically, CR “spectrum sensing” is attempted
using traditional sensing algorithms such as cyclostationary
feature detection based on spectral correlation functions, en-
ergy detection, waveform based sensing, radio identification
based sensing, and matched filtering [5]–[7]. These traditional
algorithms do not provide information about the direction and
location information of primary and secondary users [6], [7]
as well as the interference.

Here, we envision new applications of MD IIR spatio-
temporal filters towards directional and location information
estimation within a CR network, leading to enhanced access
to radio spectrum (EARS) [4], through directional spectrum
sensing [8], [9] and RF source localization. The use of MD
IIR filters is motivated by their salient properties such as small
side lobe levels and low computational complexity, compared
to digital phased arrays [10]. We present the 2-D case using
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II. DIRECTIONAL SPECTRUM SENSING USING MD-WHITE

SPACES TOWARDS EARS

The concept of directional spectrum sensing takes into
account the directional and positional information of the
radio sources. Traditional spectrum sensing deals with time-
frequency information and detects “white spaces”, which are
vacant frequency channels. Recent efforts to include direc-
tional sensing [7], [11]–[13], although shown to successfully
address some of the issues by fixed relay schemes [14], spatial

2-D IIR digital beam 
filters produces 

electronically scanned RF 
beams at lower complexity 
compared to phased arrays 

scanned. For 0 ≤ ψ ≤ π/2, spectra of the ULA received
signal w1 (nx, nct) (in Fig. 1) lie in the −+ quadrant of
(ωx,ωct) ∈ R2. However, for −π/2 ≤ ψ < 0, the input
spectra lie in the ++ quadrant of (ωx,ωct) ∈ R2 and the filter
coefficients bpq corresponding to a beam-shaped passband in
the ++ quadrant do not meet the passivity requirement for
the structural and p-BIBO stability of H (zx, zct) [17], [18].
Therefore, in order to scan in the region −π/2 ≤ ψ < 0
region, we spatially flip the input signal w1 (nx, nct) before
feeding to the beam filter [16]. The (Nx ×Nx) switch shown
in Fig. 1 is employed for this purpose and is defined as

w (nx, nct) =

{
w1 (nx, nct) for F = 0

w1 (Nx − 1− nx, nct) for F = 1
, (4)

where the control signal F = 1 for ψ ∈ [−π/2, 0) and F = 0
for ψ ∈ [0,π/2]. The input signal w (nx, nct) in (4) is then

processed according to (3) for |ψ| ≤ π/2 to obtain yψk (nct) =
y (Nx − 1, nct) as shown in Fig. 1 (b), where k = 1, 2.

C. Peak Energy based Direction Search

The output yψk (nct), that contains signals along the DOA
ψ is passed through an energy detector to obtain the spatial

energy distribution E (ψ) =
M−1∑
nct=0

∣∣∣yψk (nct)
∣∣∣
2
, where M is the

size of first-in-first-out (FIFO) buffer used to accumulate the
samples. Once a complete scan is done E (ψ) is subjected to
a peak search to identify the local maximum points, leading to
a set of peak energy directions ψk

r , r = 1, 2, ... at the receiver

station k, such that
[

d
dψ (E (ψ))

]

ψ=ψk
r

= 0.

Now, we consider an example to illustrate this process
as follows. Let there be three sinusoidal sources located
at (xs1, ys1) = (−10, 10), (xs2, ys2) = (−5, 10) and
(xs3, ys3) = (−2, 10), respectively. Let one receiver station
be located at the origin (xa1, ya1) = (0, 0) with a ULA of
size Nx. We use the 1st-order 2-D IIR beam filter given in
(1) to scan the three sources. Fig. 3 (a) and (b) show the
resulting energy distribution E (ψ) for Nx = 16 and Nx = 32,
respectively computed at ωct = 0.9π. The simulation assumes
a signal to noise ration (SNR) of 6 dB at the receiver station.
Table I shows the peak energy directions ψr for r = 1, 2, 3
after performing peak detection on E (ψ).

D. Computational Complexity of Beam Filters

The use of 2-D IIR beam filters in receiver stations is
motivated by their low complexity compared to digital phased
arrays and higher order FIR filter-and-sum beamforming
methods. The multiplier and adder complexities of 1st-order
2-D IIR beam filter for a ULA of size Nx are given by
MULIIR = 3Nx and ADDIIR = 5Nx, respectively [18].
The multiplier and adder complexities for a digital phased
arrays with a fast Fourier transform (FFT) of size NFFT

are given by MULPA = 3NxNFFT and ADDPA =
5NFFT (Nx − 1), respectively, assuming the Gauss algorithm
for complex multiplication and without considering the com-

putational complexity of the NFFT point FFT. Therefore,

(b)
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ψ

ψ

E
(ψ

)
E
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)

Fig. 3: Energy distribution E (ψ) from (a) Nx = 16 and
(b) Nx = 32 antennas using 1st-order 2-D IIR beam filters.
The peak directions are given in Table I.

TABLE I: Directions of the peak energy ψ1,2,3 for Nx =
16, 32 using 1st-order 2-D IIR beam filters.

Actual Nx = 16 Nx = 32
ψ1 11.30 10.90 10.90

ψ2 26.6 26.90 26.80

ψ3 450 45.10 45.40

the use of 2-D IIR filters reduces the multiplier and adder
complexities of the receiver station by (1− 1/NFFT )×100%

and
(
1− 1

NFFT (1−1/Nx)

)
× 100%, respectively compared to

digital phased array based implementation.

IV. DATA FUSION STATION

We propose a data fusion station, that can be potentially
implemented with a multitude of high level algorithms. In
general, the receiver station k provides information including
the peak energy directions ψk

r , r = 1, 2, ...Nk, frequency,
modulation scheme and receiver station location to the data
fusion station. The data fusion station can utilize the peak
energy directions from two receiver stations given by ψ1

r ,
r = 1, 2, ..., N1 and ψ2

m, m = 1, 2, ..., N2 and the locations of
the receiver stations (xak, yak), k = 1, 2 to obtain the location
estimate candidates (x̂s, ŷs) using geometry (ray model) as

x̂s =
tanψ2

m

(
xa1 + tanψ1

rya1
)
− tanψ1

r

(
xa2 + tanψ2

mya2
)

(tanψ2
m − tanψ1

r)
(5)

ŷs =
tanψ1

rya1 + xa1 − tanψ2
mya2 − xa2

(tanψ1
r − tanψ2

m)
, (6)

where r = 1, 2, ..., N1 and m = 1, 2, ...N2. This leads to a set
of N1N2 solutions for (x̂2, ŷs), where only a subset of that
correspond to the actual locations of the sources. The spurious
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methods. The multiplier and adder complexities of 1st-order
2-D IIR beam filter for a ULA of size Nx are given by
MULIIR = 3Nx and ADDIIR = 5Nx, respectively [18].
The multiplier and adder complexities for a digital phased
arrays with a fast Fourier transform (FFT) of size NFFT

are given by MULPA = 3NxNFFT and ADDPA =
5NFFT (Nx − 1), respectively, assuming the Gauss algorithm
for complex multiplication and without considering the com-

putational complexity of the NFFT point FFT. Therefore,
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TABLE I: Directions of the peak energy ψ1,2,3 for Nx =
16, 32 using 1st-order 2-D IIR beam filters.

Actual Nx = 16 Nx = 32
ψ1 11.30 10.90 10.90

ψ2 26.6 26.90 26.80

ψ3 450 45.10 45.40

the use of 2-D IIR filters reduces the multiplier and adder
complexities of the receiver station by (1− 1/NFFT )×100%

and
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)
× 100%, respectively compared to

digital phased array based implementation.

IV. DATA FUSION STATION

We propose a data fusion station, that can be potentially
implemented with a multitude of high level algorithms. In
general, the receiver station k provides information including
the peak energy directions ψk

r , r = 1, 2, ...Nk, frequency,
modulation scheme and receiver station location to the data
fusion station. The data fusion station can utilize the peak
energy directions from two receiver stations given by ψ1

r ,
r = 1, 2, ..., N1 and ψ2

m, m = 1, 2, ..., N2 and the locations of
the receiver stations (xak, yak), k = 1, 2 to obtain the location
estimate candidates (x̂s, ŷs) using geometry (ray model) as

x̂s =
tanψ2

m

(
xa1 + tanψ1

rya1
)
− tanψ1

r

(
xa2 + tanψ2

mya2
)

(tanψ2
m − tanψ1

r)
(5)
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where r = 1, 2, ..., N1 and m = 1, 2, ...N2. This leads to a set
of N1N2 solutions for (x̂2, ŷs), where only a subset of that
correspond to the actual locations of the sources. The spurious
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∣∣∣yψk (nct)
∣∣∣
2
, where M is the
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respectively computed at ωct = 0.9π. The simulation assumes
a signal to noise ration (SNR) of 6 dB at the receiver station.
Table I shows the peak energy directions ψr for r = 1, 2, 3
after performing peak detection on E (ψ).
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implemented with a multitude of high level algorithms. In
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the peak energy directions ψk
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modulation scheme and receiver station location to the data
fusion station. The data fusion station can utilize the peak
energy directions from two receiver stations given by ψ1
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estimate candidates (x̂s, ŷs) using geometry (ray model) as

x̂s =
tanψ2

m

(
xa1 + tanψ1

rya1
)
− tanψ1

r

(
xa2 + tanψ2

mya2
)

(tanψ2
m − tanψ1

r)
(5)
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Fig. 4: A simplified example illustrating the potential use of
steerable 2-D IIR beam filters for locating RF sources.

solutions due to multi-path effects and scattering should be
eliminated by employing a third receiver station or/and by
considering the frequency, modulation and other features of
the sources and domain boundary.

In Fig. 4 we show a simplified example of location estima-
tion of a single RF source in the presence of one reflection,
by employing ray model based solution at the data fusion
station. Two receiver stations located at (0, 0) and (−25, 0)
each contains a 1st-order 2-D IIR beam filter with a ULA of
Nx = 16 antennas. The data fusion station receives the peak
energy directions ψ1

1 = 8.2◦, ψ1
2 = 42.9◦ from receiver station

1 and ψ2
1 = 26◦ from the receiver station 2, where ψ1

1 = 8.2◦

is due to reflection. By following (5) and (6), two solutions
are obtained as (−54.2, 58.3) and (10.1,−70), where based
on the domain boundary, the latter is identified as the spurious
solution due to reflection.

Although we assume a simplified ray model based solution
for the data fusion station, in practice, algorithms based on
correlation techniques and signature detection [5], [19] have to
be employed to resolve ambiguities due to multi-path effects,
and requires extensive future study.

V. CONCLUSIONS AND FUTURE WORK

The potential applications of steerable, low complexity 2-D
IIR space-time beam filters for RF source localization and
direction finding, towards EARS was studied. The proposed
location and directional information can potentially be utilized
for the detection of MD spectral white spaces, thereby creating
more opportunistic links in a CR environment. Two receiver
stations equipped with ULA of antennas and a 2-D IIR beam
filter are used to scan the CR environment to obtain the
directions, where maximum energy is detected. The 1st-order
2-D IIR beam filters are shown to provide satisfactory results
in finding the peak energy directions with an SNR of 6 dB.

Existing algorithms based on feature detection, correlation
techniques can be used to implement the data fusion station.
As a proof-of-concept, an example is provided using the 2-D
ray model to find the source location by using the peak energy
directions provided by the two receiver stations. A comprehen-
sive study on possible algorithms for implementing the data
fusion station is required in order to resolve ambiguities due
to multi path propagation effects.
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Abstract—Space-time spectral white spaces in a cognitive
radio environment are defined based on multidimensional spatio-
temporal spectral properties of radio waves received by a planar
array of antennas. Spectral occupancy of a given carrier fre-
quency pertaining to a particular direction in space is expressed
by the volume of a semi-cone shaped geometrical region in the
three-dimensional (3-D) spatio-temporal frequency space ω. A
combined approach employing low complexity array processing
and conventional time-frequency spectrum sensing is proposed
towards the detection of space-time white spaces in ω. The
detection scheme employs four sub-systems; antenna array,
front-end processing, 3-D spatio-temporal array processing and
1-D spectrum sensing. Key components in the antenna array
and front-end processing sub-systems are described including
an example of a broadband Vivaldi antenna simulated in the
frequency range 1.25-2 GHz. The array processing sub-system
employs 3-D infinite impulse response (IIR) digital beam filters,
as a low complexity alternative to conventional phased arrays.
One potential realization of the 1-D spectrum sensing sub-system
is described by using a tunable bandpass filter followed by an
energy detector. Simulation examples are provided by considering
different direction of arrivals, effect of multi-path replicas, signal
to noise ratio changes and both narrow band and wideband
signals in the normalized temporal frequency range (0,π).

Index Terms—Spectrum sensing, antenna arrays, IIR

I. INTRODUCTION

Cognitive radio (CR) attempts to maximize the utilization of
radio spectrum by creating opportunistic communication links
[1], [2]. Such opportunistic links are used by the secondary
(i.e. un-licensed) users (SUs), when the primary (i.e. licensed)
users (PUs) are not active. Therefore, an integral part of
CR networks is the receiver’s ability to perform spectrum
sensing [1]–[4], a capability which is required for avoiding
interference from actively transmitting PUs, and identifying
vacant frequency channels in order to facilitate dynamic trans-
mission opportunities for the SUs [5]–[9]. Vacant frequency
bands are commonly referred to as spectral white spaces and
are typically defined in the time-frequency space [1].

Location and directional information in a CR network pro-
vide additional degrees of freedom for opportunistic spectral
access [10]–[13]. Consider a propagating plane wave denoted
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Fig. 1: Overview of the 3-D spatio-temporal white space detection
scheme depicting the four sub-systems S-1: antenna array, S-2: front-
end processing, S-3: spatio-temporal 3-D array processing and S-
4: 1-D spectrum sensing. Spectral occupancy pertaining to direction
(ψi,φi) and carrier frequency fk is denoted by Υ(ψi,φi)

fk
.

by wpw (x, y, z, ct), which is a function of the three spatial
variables (x, y, z) ∈ R3 and the normalized temporal variable
ct, where c is the radio wave propagation speed and t is
time. A receiver equipped with a single antenna and subse-
quent digitization leads to a one-dimensional (1-D) temporal
sequence of the form, w1D (nct) = wpw (0, 0, 0, c∆Tnct),
where only the temporal signatures are exploited for cognitive
radio algorithms. Here, ∆T is the temporal sampling period
and nct = 0, 1, 2, ... is the temporal sample index. Spectrum
sensing on such 1-D sequences attempts to detect white spaces
in the temporal frequency domain only.

In contrast to a single antenna, an array of receiver antennas
provide both spatial and temporal information on the CR
environment. For example, a planar antenna array of size
(Nx ×Ny) elements on the x − y plane (after subsequent
digitization at each antenna) provides the 3-D spatio-temporal
sequence w (nx, ny, nct) = wpw (∆x nx,∆y ny, 0, c∆Tnct),
where ∆k is the antenna spacing and nk = 0, 1, ..., Nk is the
antenna index along the dimension k ∈ {x, y}. In addition to
the temporal signatures such as frequency and modulation,
that can uniquely identify PUs, 3-D spatio-temporal array
signals provide additional information such as the direction of
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arrival (DOA), that correspond to unique signatures in the 3-D
spatio-temporal frequency space. Exploitation of such spatio-
temporal signal properties lead to enhanced access to the radio
spectrum [10], [11].

In this paper, we describe spectral white spaces in the 3-D
spatio-temporal frequency space and provide a white space
detection scheme based on recently proposed low complexity
array signal processing methods [14], [55]. As shown in
Fig. 1, the proposed 3-D spatio-temporal white space detection
scheme consists of four sub-systems, S-1: antenna array, S-2:
front-end processing, S-3: 3-D spatio-temporal array process-
ing and S-4: 1-D spectrum sensing. The antenna array consists
of (Nx ×Ny) broadband antennas and spatially sample the
incident far-field radio waves. The front-end processing sub-
system typically consists of low noise amplifiers (LNAs),
low pass/ band pass filters and time synchronous analog
to digital converters (ADCs). Sub-system S-3 can employ
various spatio-temporal array processing methods including
digital phased arrays to perform directional enhancement of
propagating radio waves based on their DOA. We propose the
use of 3-D IIR beam filters as a low complexity alternative to
phased arrays [14] to implement the sub-system S-3.

Sub-system S-3 feeds the conventional spectrum sensor in
S-4. The 1-D spectrum sensing in S-4 can potentially be imple-
mented with any available spectrum sensing technique such as
matched filtering, energy detection and cyclostationary feature
detection [15]. We describe one potential implementation of
S-4 using a tunable band pass filter followed by an energy
detector. As shown in Fig. 1, the white space detection output
is denoted by Upsilon, Υ(ψi,φi)

fk
∈ {0, 1}, where (ψi,φi) is

the spatial DOA and fk is the carrier frequency of interest.
In the example depicted in Fig. 1, the three network nodes
at different DOAs create spectral white spaces in the 3-D
spatio-temporal frequency space, that can be exploited towards
creating opportunistic links. However, the angular separation
of such opportunistic links should be appropriately selected
based on the tolerable interference level to the co-channel PUs.
In subsequent sections, we describe the four sub-systems with
specific emphasis on S-3 and S-4.

The rest of this paper unfolds as follows. Section II de-
scribes white spaces in the 3-D frequency space. Section III
provides a review of existing spectrum sensing techniques.
The four sub-systems are described in sections IV, V and VI.
Simulation examples are discussed in section VII, followed
by a discussion on computational complexity in section VIII.
Section IX concludes the paper.

II. SPACE-TIME WHITE SPACES

A. White Spaces in 3-D Spatio-Temporal Frequency Space

Spectral white spaces in 3-D spatio-temporal frequency
space are formulated based on the frequency domain prop-
erties of far-field plane wave signals received by a planar
array of antennas. Let (nx, ny, nct) ∈ N3 denote the 3-D
Nyquist-sampled spatio-temporal domain. Corresponding 3-D
frequency space is denoted by ω ≡ (ωx,ωy,ωct) ∈ R3,
where ωk is the normalized frequency variable corresponding
to dimension k ∈ {nx, ny, nct}, and |ωk| ≤ π within the 3-D
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Fig. 2: (a) The DOA of array signal w (nx, ny, nct) in (x, y, z) ∈ R3.
(b) The cone-shaped region of support (ROS) of W (ωx,ωy,ωct)
in the 3-D spatio-temporal frequency space ω. (c) Depiction of
white spaces in ω at two arbitrary time instances. Here, θi = π/4
corresponds to the light cone [16], within which the 3-D spec-
trum of all radio waves are located. (d) Simulated contour plot of
|W (ωx,ωy,ωct)| = 0.5 depicting the spectral white spaces in ω.

Nyquist cube [17]. As shown in Fig. 2 (a), consider a 3-D
sampled sequence w (nx, ny, nct) having DOA (ψi,φi) with
respect to the array surface. It is reviewed that, the 3-D spatio-
temporal frequency spectrum given by w (nx, ny, nct)

3−D⇔
W (ωx,ωy,ωct) is totally contained within the cone-shaped
region given by [18]

(ωx − tan θi cosφi ωct)
2 + (ωy − tan θi sinφi ωct)

2

≤
(
tan ε ωct

cos θi

)2

, (1)

where ε is the angular spread of the DOA and θi =
tan−1 (sinψi) [18]. Fig. 2 (b) shows this cone-shaped spectral
ROS. Following this property, vacant frequency channels along
different DOAs in (x, y, z) manifest as white spaces inside
cone-shaped regions in ω, where the axis of each cone is
uniquely determined by the spatial DOA. Fig. 2 (c) shows the
existence of 3-D spatio-temporal white spaces in ω at two
arbitrary time instances.

Fig. 2 (d) provides a simulated example of 3-D spatio-
temporal white spaces in ω by considering four carrier fre-
quencies f1 < f2 < f3 < f4 in the normalized frequency
range (0,π) and four spatial DOAs (ψ1,φ1) = (40◦, 20◦),
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Fig. 3: Multi-path components and corresponding 3-D spectral ROS.

(ψ2,φ2) = (20◦, 40◦), (ψ3,φ3) = (40◦, 200◦) and (ψ4,φ4) =
(20◦, 220◦). We consider a 3-D spatio-temporal input signal
consisting of cosine modulated Gaussian pulses of the form

w (nx, ny, nct) =
4∑

i=1

4∑

k=1

cos

(
2π

fk
Fs
λi

)
e−Kλ2

i + nv, (2)

where λi = sinψi cosφinx + sinψi sinφiny + nct, i =
1, 2, 3, 4 and nv represents sampled Gaussian noise, nv ∼
N (0,σ2

nv
) with σ2

nv
corresponding to a signal to noise ratio

(SNR) of 6 dB. Here, Fs is the temporal Nyquist sampling
frequency and the array size is Nx = Ny = 32. Fig. 2 (d)
shows the contour plot of |W (ωx,ωy,ωct)| = 0.5 depicting
the existence of the white spaces inside the cone-shaped ROS
along different directions in ω.

B. Effect of Multi-path Components
In a typical wireless propagation scenario, the antenna

array receives multi-path replicas from each radio source i, in
addition to the direct signal received with the DOA (ψi,φi).
Let the multi-path components pertaining to source i have
DOAs denoted by

(
ψMPk
i ,φMPk

i

)
, for k = 1, 2, ..., NMP ,

where NMP is the number of multi-path components. Each
multi-path component has a separate cone-shaped spectral
ROS along the cone axis

(
θMPk
i ,φMPk

i

)
in ω, where θMPk

i =

tan−1
(
sinψMPk

i

)
. Further, each multi-path component is

subjected to a 3-D spatio-temporal channel frequency response
HMP,k (ψ,φ, jωct) along its path from the source-scatterer-
antenna array. For simulations presented in section VII, we
use a narrowband approximation for this multi-path channel
response HMP,k (ψ,φ, jωct) ≈ αke−jωctτk , where αk is an
attenuation factor and τk is a time delay based on the kth

multi-path. Fig. 3 shows an example with three multi-path
components and corresponding 3-D spectral ROS of direct and
multi-path components in ω.

C. Space-Time Spectral Occupancy
Spectral occupancy in ω can be quantified by considering

the volume of the ROS of 3-D spatio-temporal spectrum
of radio waves pertaining to different DOAs and different
carrier frequencies. As shown in Fig. 4, a carrier fk with
the temporal bandwidth Bk pertaining to spatial DOA (ψi,φi)
(corresponding direction in ω is (θi,φi)) has the spectral ROS
of a semi-cone shaped region in ω, where the surface areas of

ωct (θi,φi)
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ωy
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fk
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π
Ku

VLC = π4

3Ku

Fig. 4: Spectral occupancy denoted by the volume v(ψi,φi)
fk

in the
3-D spatio-temporal frequency space along (θi,φi) (corresponding
to spatial DOA (ψi,φi)) at carrier frequency fk with 1-D temporal
bandwidth of Bk. Volume of the light cone [16] is denoted by VLC .

the upper and lower cross sections ak,u and ak,l, respectively
depend on the angular spread of the DOA. Spectral occupancy
corresponding to fk along the DOA (ψi,φi) is therefore
expressed by the volume v(ψi,φi)

fk
. The total spectral occupancy

can be expressed as the sum of all such semi-cone shaped
regions over all DOAs and carrier frequencies of interest and is
given by v =

∑
(ψi,φi)

∑
fk

Υ(ψi,φi)
fk

v(ψi,φi)
fk

, where Υ(ψi,φi)
fk

= 1 if

the carrier fk is occupied along the DOA (ψi,φi) (see Fig. 1).
The upper bound of v is given by the volume of the light cone
[16] VLC = π4

3Ku
, where Ku is the temporal oversampling

factor used in the digitization of antenna signals.

III. SPECTRUM SENSING IN CR NETWORKS: A REVIEW

A. Methods of Spectrum Sensing in 1-D
In energy sensing, the received signal’s energy is calculated

using an FFT or in time-domain with a bandpass filter and
square law device [19]. The energy is then used as a sufficient
test statistic for a comparison to an optimal threshold based
on the system noise estimate [1], [20]. Waveform sensing
makes a threshold decision on the presence of a PU by use
of known preambles, midambles, or pilot patterns to create a
sufficient test statistic [1] via correlating the received signal
with an a priori waveform [21]. The method leads to better
measurement and convergence time performance over energy
spectrum sensing but requires synchronization overhead [1].
In cyclostationary sensing, the statistical properties of the
received signal are utilized [22] and is easily applied to OFDM
systems [23]. This algorithm allows for detection and decision
even in a the case of low SNR due to the WSS assumption
of the additive noise [24]. The computation is minimal, robust
and is easily adaptable by a CR [25]. However, cyclostationary
sensing requires high-rate sampling which is difficult in wide
bandwidth systems, though [26] reports on methods for sub-
Nyquist rates.

Sparse signals can be used to achieve sub-Nyquist rate
sampling [1]. This leads to more simple implementations but
can have drawbacks such as aliasing of time-limited signals
and quantization effects that can lead to false detection of
the PU [27], [28] and lead to less spectrum utilization. In the
presence of additive white Gaussian noise, matched filter sens-
ing is the optimal sensing method for detecting a PU because
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it maximizes received signal SNR [1], [21]. Unfortunately,
this algorithm requires demodulation of the PU signal which
would require impractically large amounts of PU’s PHY/MAC
layer information at the receiver [1], [15]. Radio identification
spectrum sensing is the process of gathering information about
the PUs radio type [1] where the main goal is for the CR to
identify the PUs communications system type and utilize the
unused communications system in the local environment [29].
The bandwidth and carrier frequencies of the PU can be found
using feature detection [30].

B. Spatio-Temporal 2-D Spectrum Sensing
The spatial dimension [31] of spectrum sensing has so far

been left out of this review. Work has been done in [32] to
address the utilization of spatial domain white spaces, and
allows for an additional piece of information about the CR
channel [33]. Temporal spectrum holes (i.e. white spaces) are
defined as the period of time that the PU is not transmitting
and frequency spectrum holes are defined as a bandwidth of
interest where the SU can transmit without interfering with
the PU [33]. A spatial spectrum hole is most easily defined
as a scenario where the SU is far enough from the PU that
interference is negligible [33]. A medium scale fading CR
channel is known to have spatial characteristics that follow a
Poisson distribution and algorithms have been developed as
per this model [32], [34], [35]. Maximum interference-free
transmit power (MIFTP) is another method [36] for estimating
spatial spectrum holes using the signal strength of the PU in
the local geographical area.

IV. ANTENNA ARRAY AND FRONT-END SIGNAL
PROCESSING SUB-SYSTEMS

We briefly describe the two sub systems S-1 and S-2 that
provide the 3-D spatio-temporal input signal to the subsequent
array processing sub system.

A. Antenna Array
As shown in Fig. 5, antenna array consists of (Nx ×Ny)

broadband antennas [37], uniformly placed along x and y axes.
Inter-antenna spacing is typically chosen as ∆x = ∆y =
λmin/2 such that the spatial Nyquist sampling condition is
satisfied, where λmin is the shortest wave length of the radio
signal of interest. Each antenna has an element radiation
pattern denoted by AE (ψ,φ, jωct), which is a function of ele-
vation angle ψ and azimuth angle φ and typically computed at
a given temporal frequency ωct. If the 3-D frequency response
of the subsequent array processing sub-system is denoted by
HA

(
ejωx , ejωy , ejωct

)
, the combined array response at the

temporal frequency ωct is obtained by the principle of pattern
multiplication [38] as

HTot (ψ,φ, jωct) =

AE (ψ,φ, jωct)HA

(
ejωct sinψ cosφ, ejωct sinψ sinφ, ejωct

)
,

where ωx = ωct sinψ cosφ and ωy = ωct sinψ sinφ [14]. The
array processing algorithm creates electronically steerable far-
field directional beams along a given DOA (ψi,φi) leading to

Broadband antennas

x
y

z

X X

X X

X

S-1

S-2

Front-end processing

Antenna array

w (nx, ny, nct)

∆y
∆x

Fig. 5: Antenna array (S-1) and front-end processing (S-2) sub-
systems providing the 3-D spatio-temporal input w (nx, ny, nct) to
be processed by the subsequent array processing algorithm.

∣∣HA

(
ejωct sinψi cosφi , ejωct sinψi sinφi , ejωct

)∣∣ = 1. Therefore,
for the total array response to have an electronically steerable
beam along (ψi,φi) (i.e for |HTot (ψi,φi, jωct)| = 1) we
would ideally require |AE (ψ,φ, jωct)| ≈ 1 within the desired
range of DOAs of interest. Fig. 6 shows an example design
and element radiation pattern of a broadband Vivaldi antenna
at different temporal frequencies (from 1.25-2 GHz) having an
almost omni directional gain within −30◦ ≤ ψ ≤ 30◦ [39].

Frequency agile antennas [37] can also be potentially
employed to suppress any known out of band interference
signals having considerable power levels that can otherwise
saturate the LNAs in the front-end signal paths. By appro-
priately tuning the frequency agile antenna gain, we can
have |AE (ψ,φ,ωct0)| ≈ 0, where ωct0 is the known in-
terference to be suppressed. Mutual coupling between the
antennas has a multiplicative effect to the total array response
HTot (ψ,φ, jωct) in the frequency domain, which leads to
increase in system noise figure and is beyond the scope of
this paper [40]–[42].

B. Front-end Signal Processing
Fig. 7 identifies the main components in front-end signal

processing blocks denoted by X in Fig. 5, where an RF-bits
type direct conversion is assumed [43]. As shown in Fig. 5,
each antenna has a dedicated front-end receiver module to
obtain a synchronous frame of Nx ×Ny digitized samples to
be processed by the subsequent sub-system S-3. In the case of
receivers with in-phase (I) and quadrature (Q) components, the
subsequent array processing sub-system has to be replicated
to handle I and Q channels separately. If down conversion is
employed, the array processing algorithm in S-3 should also
be altered appropriately by taking into account the changes of
the 3-D spatio-temporal spectrum caused by down-conversion
[44].

1) Tunable notch filter: In order to mitigate the effect
of known out of band interference signals a tunable notch
filter can be employed [15]. The tunable notch frequency can
also be adaptively changed based on the DOA and provide
adaptive control over the dynamic range of the system. Po-
tential filters include radio frequency microelectromechanical
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Fig. 7: Front-end signal processing block connected to each antenna.

(MEMS)/surface acoustic wave (SAW) based designs [45] and
RF active filter realizations [46].

2) Low noise amplifier: The LNAs are required to operate
at wide bandwidths (for example 0.7 - 2.6 GHz for LTE bands)
with improved linearity and very low noise figures [47]–[50].
Typical noise figures are around 3-5 dB, where [49] reports
a simultaneously noise and power matched inductor-less wide
band LNA that achieves a noise figure around 1 dB at room
temperature.

3) Low pass filter: The anti-aliasing low pass filtering is
required to band limit the input signal. An active resistor-
capacitor based low pass filter with tunable cut-off frequency
has been proposed in [51] for CR applications. Cut-off fre-
quency (Fmax) and the Q-factor should be selected based on
the RF carriers to be detected.

4) Analog to digital converter: An ADC corresponding
to each antenna digitizes the radio waves to obtain the 3-D
discrete domain input sequence w (nx, ny, nct). The sampling
frequency is selected as Fs = Ku(2Fmax), where Ku is
the temporal oversampling factor and Fmax is the cut-off
frequency of anti-aliasing low pass filter. Typically, Ku = 2 is
selected in order to alleviate the effect of frequency warping
present the array processing algorithms used in S-3.

In a practical setup, a calibration scheme should be em-
ployed in order to compensate for the gain and phase perturba-
tions in the front-end filters due to mismatches in the CMOS
and microwave circuit components, temperature and voltage
variations and aging effects [52] as well as positioning errors
in the antenna array [53].
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3-D IIR Frequency-planar filter 1
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Fig. 8: Spatio-temporal array processing sub-system (S-3).

V. SPATIO-TEMPORAL 3-D ARRAY PROCESSING
SUB-SYSTEM

The purpose of this sub-system is to perform directional
enhancement of radio waves based on their DOA (ψi,φi).
Conventional approaches include digital phased arrays [54],
where the signal from each antenna is converted to frequency
domain by following a 1-D FFT, and each frequency bin
is multiplied by a complex weight (i.e phase rotated) and
coherently added across all antennas. Digital phased arrays
belong to the class of 3-D spatio-temporal finite impulse
response (FIR) systems, which are typically computationally
intensive compared to their IIR counter parts [14]. In this work,
we identify the use of 3-D spatio-temporal IIR beam filters
as a low complexity alternative for digital phased arrays to
implement the sub-system S-3. Fig. 8 shows the structure of
the sub-system S-3 which contains two spatial re-orientation
buffers, two 3-D IIR frequency planar filters and a filter
controller.

Three dimensional IIR transfer functions having beam-
shaped passbands in ω (hence called beam filters) have
been proposed for the selective enhancement of plane wave
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2) Low noise amplifier: The LNAs are required to operate
at wide bandwidths (for example 0.7 - 2.6 GHz for LTE bands)
with improved linearity and very low noise figures [47]–[50].
Typical noise figures are around 3-5 dB, where [49] reports
a simultaneously noise and power matched inductor-less wide
band LNA that achieves a noise figure around 1 dB at room
temperature.

3) Low pass filter: The anti-aliasing low pass filtering is
required to band limit the input signal. An active resistor-
capacitor based low pass filter with tunable cut-off frequency
has been proposed in [51] for CR applications. Cut-off fre-
quency (Fmax) and the Q-factor should be selected based on
the RF carriers to be detected.

4) Analog to digital converter: An ADC corresponding
to each antenna digitizes the radio waves to obtain the 3-D
discrete domain input sequence w (nx, ny, nct). The sampling
frequency is selected as Fs = Ku(2Fmax), where Ku is
the temporal oversampling factor and Fmax is the cut-off
frequency of anti-aliasing low pass filter. Typically, Ku = 2 is
selected in order to alleviate the effect of frequency warping
present the array processing algorithms used in S-3.

In a practical setup, a calibration scheme should be em-
ployed in order to compensate for the gain and phase perturba-
tions in the front-end filters due to mismatches in the CMOS
and microwave circuit components, temperature and voltage
variations and aging effects [52] as well as positioning errors
in the antenna array [53].
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response (FIR) systems, which are typically computationally
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(MEMS)/surface acoustic wave (SAW) based designs [45] and
RF active filter realizations [46].

2) Low noise amplifier: The LNAs are required to operate
at wide bandwidths (for example 0.7 - 2.6 GHz for LTE bands)
with improved linearity and very low noise figures [47]–[50].
Typical noise figures are around 3-5 dB, where [49] reports
a simultaneously noise and power matched inductor-less wide
band LNA that achieves a noise figure around 1 dB at room
temperature.

3) Low pass filter: The anti-aliasing low pass filtering is
required to band limit the input signal. An active resistor-
capacitor based low pass filter with tunable cut-off frequency
has been proposed in [51] for CR applications. Cut-off fre-
quency (Fmax) and the Q-factor should be selected based on
the RF carriers to be detected.

4) Analog to digital converter: An ADC corresponding
to each antenna digitizes the radio waves to obtain the 3-D
discrete domain input sequence w (nx, ny, nct). The sampling
frequency is selected as Fs = Ku(2Fmax), where Ku is
the temporal oversampling factor and Fmax is the cut-off
frequency of anti-aliasing low pass filter. Typically, Ku = 2 is
selected in order to alleviate the effect of frequency warping
present the array processing algorithms used in S-3.

In a practical setup, a calibration scheme should be em-
ployed in order to compensate for the gain and phase perturba-
tions in the front-end filters due to mismatches in the CMOS
and microwave circuit components, temperature and voltage
variations and aging effects [52] as well as positioning errors
in the antenna array [53].
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The purpose of this sub-system is to perform directional
enhancement of radio waves based on their DOA (ψi,φi).
Conventional approaches include digital phased arrays [54],
where the signal from each antenna is converted to frequency
domain by following a 1-D FFT, and each frequency bin
is multiplied by a complex weight (i.e phase rotated) and
coherently added across all antennas. Digital phased arrays
belong to the class of 3-D spatio-temporal finite impulse
response (FIR) systems, which are typically computationally
intensive compared to their IIR counter parts [14]. In this work,
we identify the use of 3-D spatio-temporal IIR beam filters
as a low complexity alternative for digital phased arrays to
implement the sub-system S-3. Fig. 8 shows the structure of
the sub-system S-3 which contains two spatial re-orientation
buffers, two 3-D IIR frequency planar filters and a filter
controller.

Three dimensional IIR transfer functions having beam-
shaped passbands in ω (hence called beam filters) have
been proposed for the selective enhancement of plane wave
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Fig. 11: Tunable bandpass filter and energy detector based realization
of 1-D spectrum sensing sub-system S-4.
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Fig. 12: (a) Magnitude frequency response [10] and (b) Prototype
FPGA implementation of the bandpass filter HBP (zct) given by (9).

transfer function

HBP (zct) =

(
1− z−2

ct

)

1 + k1 (1 + k2) z
−1
ct + k2z

−1
ct

, (9)

where k1 = − cosωk sets the center frequency of the pass-
band and k2 = 1−tan(a/2)

1+tan(a/2) sets the -3 dB bandwidth. By
selecting k1 = − cosωk = − cos (2πfk/Fs) in real time, the
normalized temporal frequency band (−π,π] can be scanned
for a particular carrier frequency fk of interest, where Fs

is the sampling frequency of the system. The bandpass filter
HBP (zct) therefore provides a low complexity alternative for
a fine-grained FFT based energy detection, where the later is
also limited by the frequency resolution 2π/N for an N-point
FFT. The output of the bandpass filter yBP (nct) is obtained
by the difference equation

yBP (nct) = yout (nct)− yout (nct − 2)

− k1 (1 + k2) yBP (nct − 1)− k2yBP (nct − 2) . (10)

Fig. 12 (a) shows the magnitude frequency response of the
bandpass filter obtained by setting zct = ejωct in (9) and

fk, k = 1, 2, ..., 6 carrier frequenciesSource 1
(ψ1,φ1)

Source 2
(ψ2,φ2)

f3, f4

f1, f2 Source 3

(ψ3,φ3)

f5, f6
d1

d2 d3

dMPk
i

White space detection station

di, i = 1, 2, 3: Desired look directions (i.e. DOAs)

dMPk
i , i, k = 1, 2, 3: Multi-path components of source i

Fig. 13: Example propagation scenario having three desired look
directions (where the desired radio sources are located) di ≡ (ψi,φi),
i = 1, 2, 3, six carrier frequencies fk, k = 1, 2, ..., 6 and multi-path
replicas arriving at dMPk

i pertaining to main look direction di.

prototype field programmable gate array (FPGA) implemen-
tation using Xilinx System Generator [10]. The schematic of
the FPGA implementation is shown in Fig. 12 (b), where the
design operates at 66 MHz on a Xilinx Vertex-4 FPGA device
with a fixed point word length of 8 bits.

For each tuning carrier frequency fk, the energy detec-
tor computes the energy of the bandpass filtered output as

E (fk) =
M−1∑
nct=0

|yBP (nct)|2, where M is the length of the

buffer used to accumulate the samples. The energy distribution
E (fk) is then subjected to a peak search to identify the
spectral white spaces pertaining to DOA (ψi,φi) as

Υ(ψi,φi)
fk

=

{
1 if E (fk) ≥ threshold

0 otherwise
(11)

VII. EXAMPLE WHITE SPACE DETECTION

We consider the example space-time white space detection
scenario depicted in Fig. 13, where radio sources are located
along three main look directions (i.e DOAs) di ≡ (ψi,φi),
i = 1, 2, 3. For each main look direction di, we assume
several multi-path replicas arriving at the directions dMPk

i ,
k = 1, 2, ..., which are attenuated and time delayed versions
of the direct signal corresponding to each radio source. We also
assume six carrier frequencies f1 < f2 < ... < f6 distributed
among the radio sources as shown in Fig. 13. The carries
frequencies are in the normalized temporal frequency domain
ωct ∈ [0,π] assuming a temporal oversampling factor of 2
at the ADCs in the front-end signal processing sub-system,
leading to a sampling frequency of Fs = 4f6. Temporal
oversampling is employed to alleviate the effect of bilinear
frequency warping in 3-D IIR beam filter [55]. With equally
spaced carriers, we have f6 = 0.25Fs, f5 = 0.2188Fs, f4 =
0.1875Fs, f3 = 0.1562Fs, f2 = 0.125Fs and f1 = 0.0938Fs.
We also consider a first-in-first-out buffer of size M = 160 to
accumulate the time samples in the 1-D sensing sub-system
S-4. With this setup, we consider the following simulation
scenarios.
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a fine-grained FFT based energy detection, where the later is
also limited by the frequency resolution 2π/N for an N-point
FFT. The output of the bandpass filter yBP (nct) is obtained
by the difference equation

yBP (nct) = yout (nct)− yout (nct − 2)

− k1 (1 + k2) yBP (nct − 1)− k2yBP (nct − 2) . (10)

Fig. 12 (a) shows the magnitude frequency response of the
bandpass filter obtained by setting zct = ejωct in (9) and

fk, k = 1, 2, ..., 6 carrier frequenciesSource 1
(ψ1,φ1)

Source 2
(ψ2,φ2)

f3, f4

f1, f2 Source 3

(ψ3,φ3)

f5, f6
d1

d2 d3

dMPk
i

White space detection station

di, i = 1, 2, 3: Desired look directions (i.e. DOAs)

dMPk
i , i, k = 1, 2, 3: Multi-path components of source i

Fig. 13: Example propagation scenario having three desired look
directions (where the desired radio sources are located) di ≡ (ψi,φi),
i = 1, 2, 3, six carrier frequencies fk, k = 1, 2, ..., 6 and multi-path
replicas arriving at dMPk

i pertaining to main look direction di.

prototype field programmable gate array (FPGA) implemen-
tation using Xilinx System Generator [10]. The schematic of
the FPGA implementation is shown in Fig. 12 (b), where the
design operates at 66 MHz on a Xilinx Vertex-4 FPGA device
with a fixed point word length of 8 bits.

For each tuning carrier frequency fk, the energy detec-
tor computes the energy of the bandpass filtered output as

E (fk) =
M−1∑
nct=0

|yBP (nct)|2, where M is the length of the

buffer used to accumulate the samples. The energy distribution
E (fk) is then subjected to a peak search to identify the
spectral white spaces pertaining to DOA (ψi,φi) as

Υ(ψi,φi)
fk

=

{
1 if E (fk) ≥ threshold

0 otherwise
(11)

VII. EXAMPLE WHITE SPACE DETECTION

We consider the example space-time white space detection
scenario depicted in Fig. 13, where radio sources are located
along three main look directions (i.e DOAs) di ≡ (ψi,φi),
i = 1, 2, 3. For each main look direction di, we assume
several multi-path replicas arriving at the directions dMPk

i ,
k = 1, 2, ..., which are attenuated and time delayed versions
of the direct signal corresponding to each radio source. We also
assume six carrier frequencies f1 < f2 < ... < f6 distributed
among the radio sources as shown in Fig. 13. The carries
frequencies are in the normalized temporal frequency domain
ωct ∈ [0,π] assuming a temporal oversampling factor of 2
at the ADCs in the front-end signal processing sub-system,
leading to a sampling frequency of Fs = 4f6. Temporal
oversampling is employed to alleviate the effect of bilinear
frequency warping in 3-D IIR beam filter [55]. With equally
spaced carriers, we have f6 = 0.25Fs, f5 = 0.2188Fs, f4 =
0.1875Fs, f3 = 0.1562Fs, f2 = 0.125Fs and f1 = 0.0938Fs.
We also consider a first-in-first-out buffer of size M = 160 to
accumulate the time samples in the 1-D sensing sub-system
S-4. With this setup, we consider the following simulation
scenarios.
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(Nx − 1, Ny − 1)th antenna. (c)-(h) Output 1-D spectra and white space detection output for 3 DOAs (ψi,φi), i = 1, 2, 3.
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TABLE I: Example propagation scenario.

DOA Carrier frequency
f1 f2 f3 f4 f5 f6

d1 ≡ (40◦, 20◦)

d2 ≡ (40◦, 80◦)

d3 ≡ (10◦, 60◦)

TABLE II: Multi-path directions pertaining to each look direction

dMPk
i k = 1 k = 2
i = 1 (30◦, 50◦) (50◦, 30◦)
i = 2 (20◦, 40◦) (30◦, 120◦)
i = 3 (20◦, 80◦) (30◦, 110◦)

by nv with a fixed SNR of 6 dB. Fig. 14 (b) shows the mag-
nitude of the 1-D spectrum of w (Nx − 1, Ny − 1, nct) (i.e.
the interference pattern received by the (Nx − 1, Ny − 1)th

antenna in the array), where all the carriers fk, k = 1, 2, ...6
from the 3 DOAs can be observed. Magnitude spectrum of the
beam filter output y (nx, ny, nct) for the three different look
directions are shown in the second column of Fig. 14 (c).
Fig. 14 (c) also shows the spectrum (magnitude) of the
directionally enhanced 1-D output y (nct) prior to band pass
filtering and energy distribution function E (fk) identifying
the 3-D spatio-temporal white spaces Υ(ψi,φi)

fk
for i = 1, 2, 3

and k = 1, 2, ..., 6.
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i = 1 (30◦, 50◦) (50◦, 30◦)
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by nv with a fixed SNR of 6 dB. Fig. 14 (b) shows the mag-
nitude of the 1-D spectrum of w (Nx − 1, Ny − 1, nct) (i.e.
the interference pattern received by the (Nx − 1, Ny − 1)th

antenna in the array), where all the carriers fk, k = 1, 2, ...6
from the 3 DOAs can be observed. Magnitude spectrum of the
beam filter output y (nx, ny, nct) for the three different look
directions are shown in the second column of Fig. 14 (c).
Fig. 14 (c) also shows the spectrum (magnitude) of the
directionally enhanced 1-D output y (nct) prior to band pass
filtering and energy distribution function E (fk) identifying
the 3-D spatio-temporal white spaces Υ(ψi,φi)
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for i = 1, 2, 3
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d3 ≡ (10◦, 60◦)

TABLE II: Multi-path directions pertaining to each look direction
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i = 1 (30◦, 50◦) (50◦, 30◦)
i = 2 (20◦, 40◦) (30◦, 120◦)
i = 3 (20◦, 80◦) (30◦, 110◦)

by nv with a fixed SNR of 6 dB. Fig. 14 (b) shows the mag-
nitude of the 1-D spectrum of w (Nx − 1, Ny − 1, nct) (i.e.
the interference pattern received by the (Nx − 1, Ny − 1)th

antenna in the array), where all the carriers fk, k = 1, 2, ...6
from the 3 DOAs can be observed. Magnitude spectrum of the
beam filter output y (nx, ny, nct) for the three different look
directions are shown in the second column of Fig. 14 (c).
Fig. 14 (c) also shows the spectrum (magnitude) of the
directionally enhanced 1-D output y (nct) prior to band pass
filtering and energy distribution function E (fk) identifying
the 3-D spatio-temporal white spaces Υ(ψi,φi)
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Proposed	  System	  Overview	  

Spectral	  white	  spaces	  in	  3-‐D	  space-‐-me	  
frequency	  domain	  

Space-‐-me	  
spectral	  

occupancy	  

Antenna	  array	  and	  front-‐end	  sub	  systems	  

Link Scheduling and 
Routing 

•  Formulate	  into	  an	  op-miza-on	  
problem	  

•  Ensure	  no	  interference	  to	  primary	  
users	  

•  Ensure	  no	  interference	  between	  
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transport	  capacity	  
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•  Op-mize	  throughput	  

3-‐D	  Spa-o-‐temporal	  array	  processing	  sub-‐system	  

3-‐D	  IIR	  digital	  beam	  filters:	  
q  have	  beam-‐shaped	  filter	  passbands	  in	  3-‐D	  frequency	  domain	  
q  produce	  electronically	  steerable	  RF	  beams	  in	  (x,y,z)	  
q  have	  low	  computa-onal	  complexity	  compared	  to	  phased	  arrays	  
q  have	  reduced	  side	  lobe	  levels	  due	  to	  IIR	  transfer	  func-ons	  	  
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Summer camp 2013 - University of Akron 

The group photo of research group members and the girls 
participated for the summer camp. 

The girls are preparing a poster on the project which they 
have carried out at the summer camp. 

Summer	  camp	  at	  Akron	  for	  female	  
high	  school	  students,	  June	  2013 

Two	  hands	  on	  projects	  on	  basic	  electronics:	  
1.  Audio amplifier 
2.  LED display according to audio signal 

Outreach to Underrepresented Groups 
Summer	  workshop	  at	  NSU,	  Norfolk	  for	  
underrepresented	  high	  school	  students	  	   

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Summer workshop 2013 - Norfolk State University (NSU) 

PhD student, Chamith Wijenayake is explaining the summer 
workshop project to the Norfolk State University students. 

Undergraduate researcher, Elizabeth Hammell is explaining 
the summer workshop project to the Norfolk State University 
students. 

Dezarae Holman, alumni of  University of Akron is 
explaining the summer workshop project to the Norfolk 
State University students. 

The group photo of the participants of the summer 
workshop at Norfolk State University. 
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Hands on projects to demonstrate basics of wireless 
communications 
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Female Graduate/Undergraduate 
Student Activities 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

CASPER workshop 2012– National Radio Astronomy Observatory (NRAO) 

MSc student, Soumya Kondapalli is presenting at the 2012 
CASPER workshop at NRAO, Greenbank. 

MSc student, Soumya Kondapalli is presenting at the 2012 
CASPER workshop at NRAO, Greenbank. 

Graduate students at the 2012 CASPER Workshop at the 
Greenbank Radio Telescope in West Virginia, as part of the 
broader impacts/community outreach to the wider scientific 
community. 
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Observatory	  (NRAO),	  GreenBank,	  2012 

 

Undergraduate researcher, Elizabeth Hammell is testing the 
Vivaldi antenna designed as a part of her summer research. 

Undergraduate research 

Undergraduate	  researcher,	  
Elizabeth	  Hammell	  tes-ng	  a	  
Vivaldi	  antenna	  using	  a	  
vector	  network	  analyzer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

  

Ohio Celebration in Women in Computing – (OCWiC) 

EARS: Collaborative Research: Enhancing Spectral Access via Directional Spectrum 
Sensing Employing 3D Cone Filter banks: Interdisciplinary Algorithms and Prototypes 

NSF Proposal No. 1247940, Dr. Arjuna Madanayake (PI) 

Undergraduate researcher, Judith Abeyesekera is presenting 
her poster. 

MSc student, Uma Potluri  is presenting her poster. 

MSc student , Soumya Kondapalli is presenting her poster. The team participated for the OCWIC.  
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NSF Proposal No. 1247940, Dr. Arjuna Madanayake (PI) 

Undergraduate researcher, Judith Abeyesekera is presenting 
her poster. 

MSc student, Uma Potluri  is presenting her poster. 

MSc student , Soumya Kondapalli is presenting her poster. The team participated for the OCWIC.  

Students	  presen-ng	  their	  
research	  at	  Ohio	  

Celebra-on	  in	  Women	  in	  
Compu-ng	  (OCWiC)	  

conference 

Graduate	  student	  Ms	  Uma	  
Potluri	  (top-‐right)	  won	  the	  
best	  poster	  award	  at	  the	  

conference 
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